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CREATING BAND GAPS IN PERIODIC MEDIA∗

ROBERT LIPTON† AND ROBERT VIATOR JR.‡

Abstract. We identify explicit conditions on geometry and material contrast for creating band
gaps in two-dimensional photonic and three-dimensional acoustic crystals. This approach is novel and
makes use of the electrostatic and quasi-periodic source free resonances of the crystal. The source
free modes deliver a spectral representation for solution operators associated with propagation of
electromagnetic and acoustic waves inside periodic high contrast media. An accurate characterization
of the quasi-periodic and electrostatic resonance spectrum in terms of the shape and geometry of
the scatters is possible. This information together with the Dirichlet and a Neumann-like spectra
associated with the inclusions deliver conditions sufficient for opening band gaps at finite contrast.
The theory provides a systematic means for the identification of photonic and phononic band gaps
within a specified frequency range.
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1. Introduction. High contrast periodic media are known to exhibit unique
optical, acoustic, and elastic properties [16, 35]. In this paper we identify new ex-
plicit conditions on geometry and material contrast for creating band gaps in two-
dimensional photonic and three-dimensional acoustic crystals. We consider wave
propagation through a periodic medium in Rd, d = 2, 3, made from two materi-
als. One of the materials is in the form of disjoint inclusions. The inclusions are
completely surrounded by the second material and do not touch the boundary of the
period cell. The material coefficient is taken to be 1 inside the inclusions and and
takes the value k > 1 in the surrounding material. The union of all the inclusions
D1, D2, . . . , DN inside each period is denoted by D; see Figure 1. The crystal oc-
cupies Rd and is described by the periodic array of inclusions Ω = ∪m∈Zd(D + m),
with fundamental period cell Y = (0, 1]d. The material coefficient for the medium is
written a(x) = k(1− χΩ(x)) + χΩ(x), where χΩ is the indicator function for Ω taking
the value 1 inside Ω and zero outside.

Wave propagation inside the crystal at frequency ω is described by the spectral
problem

−∇ · (k(1− χΩ(x)) + χΩ(x))∇u(x) = ω2u(x), x ∈ Rd, d = 2, 3(1.1)

Here the self-adjoint divergence form operator Lk = −∇· (k(1−χΩ)+χΩ)∇ is defined
by the quadratic form in L2(Rd), d = 2, 3:
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BAND GAPS IN PERIODIC MEDIA 1613
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Fig. 1. Period cell.

∫
Rd
a(x)|∇u(x)|2 dx(1.2)

with domain W 1,2(Rd), d = 2, 3.
This mathematical formulation describes wave propagation in both two- and

three-dimensional acoustic crystals and electromagnetic wave propagation through
two-dimensional photonic crystals. For acoustic wave propagation the material coef-
ficient a−1(x) = ρ(x) describes the mass density ρ(x) of the periodic medium. For a
two-dimensional photonic crystal a−1(x) = ε(x) describes the dielectric constant of
a nonmagnetic medium given by a lattice of infinitely long parallel rods periodically
arranged in the plane transverse to the long axis of the rods. The electromagnetic
wave travels along the transverse plane with magnetic field directed along the rods
and the electric field in the plane.

Floquet theory [30, 24, 34, 29] shows that the spectrum σ(Lk) has the band
structure

σ(Lk) = ∪j∈NSj ,(1.3)

where Sj are the spectral bands associated with Bloch waves propagating inside the
crystal. The Bloch waves h(x) satisfy

−∇ · (k(1− χΩ(x)) + χΩ(x))∇h(x) = ω2h(x), x ∈ Rd, d = 2, 3(1.4)

together with the α quasi-periodicity condition h(x + p) = h(x)eiα·p. Here the wave
vector α lies in the first Brillouin zone of the reciprocal lattice given by Y ? = (−π, π]d.
For each α ∈ Y ? the Bloch eigenvalues ω2 are of finite multiplicity and are denoted
by λj(k, α) with λj(k, α) ≤ λj+1(k, α), j ∈ N.

The band structure for the crystal is described by the family of dispersion relations

ω2 = λj(k, α), j ∈ N, α ∈ Y ?(1.5)

and the spectral bands are given by the intervals

Sj =
[

min
α∈Y ?

λj(k, α), max
α∈Y ?

λj(k, α)
]
.(1.6)

The upper and lower band edges of Sj are denoted by

bj = max
α∈Y ?

λj(k, α) and aj = min
α∈Y ?

λj(k, α),(1.7)
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1614 ROBERT LIPTON AND ROBERT VIATOR JR.

respectively. The band gaps are frequency intervals ω− < ω < ω+ for which no waves
propagate inside the crystal, i.e.,

bj < ω2
− < ω2

+ < aj+1.(1.8)

Over the past decades new theoretical insights into the nature of the frequency
spectrum for high contrast periodic media have been made [9, 10, 11]. These efforts
provide an asymptotic analysis that rigorously establishes the existence of band gaps
for photonic and acoustic crystals made from thin walled cubic lattices containing
cubes of material with a = 1 surrounded by walls with a = k. Band gaps are shown
to appear in the limit as walls become vanishingly thin as k ↘ 0. More recently it
has been shown that band gaps appear as one passes to the limit k ↗∞ [15]. These
gaps open in the vicinity of eigenvalues associated with the Dirichlet spectra of the
included phase [15, 12, 31, 1]. In this article we depart from previous high contrast
asymptotic investigations and describe the location and width of band gaps for finite
values of the contrast k > k, where k is given explicitly in terms of the crystal
geometry Ω. We provide rigorous criteria that are based on the crystal geometry
and material properties for opening band gaps in both two- and three-dimensional
periodic materials; see Theorems 1.1, 1.2, 10.2, 10.3, 12.1, and 12.2. These results
apply to a wide class of inclusion geometries associated with smooth boundaries. This
class of inclusion geometries include dispersions of smooth but not necessarily convex
particles separated by a prescribed minimum distance; these are referred to as buffered
dispersions of inclusions (see section 8). The buffered dispersions are examples of a
more general class of dispersions referred to as Pθ that can be characterized in a
simple way in terms of energy inequalities described in Definition 8.3.

To illustrate the ideas, we consider a photonic crystal where D ⊂ Y is a collection
of circular rod cross sections in the transverse plane described by N disks of radius
a. The disks can be arranged in any configuration inside the period but neighbors
can be no closer than a prescribed minimum distance t inside the crystal Ω, and we
write b = a+ t; see Figure 2. We introduce the Dirichlet spectra associated with the
Laplace operator −∆ on the inclusions. For this case the spectra is characterized by
the number of disks N and the Dirichlet spectrum associated with a single disk of
radius a. We consider the part of the spectra associated with eigenfunctions having
nonzero average over the disk. These simple eigenvalues are denoted by

δ∗0j = (η0,j/a)2,(1.9)

where η0j are the zeros of the Bessel function of order zero J0; see, e.g., [14]. The
associated eigenfunctions are rotationally symmetric and given by the normalized
Bessel functions of order zero:

u0k = J0(rη0k/a)/(a
√
πJ1(η0k)).(1.10)

Fig. 2. Shaded regions are inclusions of radius a surrounded by a shell of thickness t.
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BAND GAPS IN PERIODIC MEDIA 1615

The Dirichlet eigenvalues associated with mean zero eigenfunctions are of geo-
metric multiplicity two and are denoted by νnk = (ηnk/a)2, where ηn,k is the kth zero
of the nth Bessel function Jn, 1 ≤ n. Next we introduce the roots ν0k of the spectral
function

S(ν) = Nν
∑
k∈N

a2
0k

ν − δ∗0k
− 1,(1.11)

where a0k =
∫
D
u0k dx are the nonzero averages of the rotationally symmetric nor-

malized eigenfunctions u0k.
We write

σN =

⋃
j∈N

ν0j

 ∪
 ⋃

(n,k)∈N2

νnk

 .(1.12)

and the Dirichlet spectrum σ(−∆D) given by

σ(−∆D) =

⋃
j∈N

δ∗0j

 ∪
 ⋃

(n,k)∈N2

νnk

 .(1.13)

We now provide an explicit condition on the contrast k that is sufficient to open a
band gap in the vicinity of δ∗0j together with explicit formulas describing its location
and bandwidth.

Theorem 1.1 (Opening a band gap). Given δ∗0j (see (1.9)) define the set σ+
N to

be elements ν ∈ σN (see (1.12)) for which ν > δ∗0j. The element in σ+
N closest to δ∗0j

is denoted by νj+1. Set dj according to

dj =
1
2

min
{
|ν−1
j+1 − ν

−1|; ν ∈ σN
}
.(1.14)

We define rj to be

rj =
π2dj(b2 − a2)

(b2 + a2) + π2dj(b2 + 3a2)
.(1.15)

Then one has the band gap

σ(Lk) ∩
(
δ∗0j , νj+1(1− νj+1dj

krj − 1
)
)

= ∅(1.16)

if

k > kj = r−1
j

1 +
djνj+1

1− δ∗0j
νj+1

 .(1.17)

Next we provide an explicit condition on k sufficient for the persistence of a
spectral band together with explicit formulas describing its location and bandwidth.

Theorem 1.2 (Persistence of passbands). Given δ∗0j (see (1.9)) define the the set
σ−N to be elements ν ∈ σN (see (1.12)) for which ν < δ∗0j. The element in σ−N closest
to δ∗0j is denoted by νj. Set dj according to
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1616 ROBERT LIPTON AND ROBERT VIATOR JR.

dj =
1
2

min
{
|(δ∗j0)−1 − δ−1|; δ ∈ σ(−∆D)

}
.(1.18)

Define rj to be

rj =
2π2dj(b2 − a2)

(b2 + a2) + 2π2dj(b2 + 3a2)
.(1.19)

Then one has a passband in the vicinity of δ∗0j and

σ(Lk) ⊃
[
νj , δ

∗
0j

(
1−

δ∗0jdj

krj − 1

)]
(1.20)

if

k > kj = r−1
j

(
1 +

djδ
∗
0j

1− νj
δ∗0j

)
.(1.21)

Note that both thresholds kj and kj depend explicitly on the crystal geome-
try through a and b and the Dirichlet spectrum of the disk. Density results on the
distribution of zeros of Bessel functions [17, 8] show that the distance between ad-
jacent eigenvalues dj approaches zero with increasing j. This, together with (1.15)
and (1.17), implies that the contrast sufficient to open gaps grows without bound as
j → ∞. Theorems 1.1 and 1.2 are direct applications of Theorems 10.2 and 10.3 to
the case of buffered dispersions of equal sized disks with boundaries separated by a
prescribed minimum tolerance t > 0. Theorems 10.2 and 10.3 show how to construct
band gaps and passbands for the more general class of dispersions referred to as Pθ
that can be characterized in a simple way in terms of energy inequalities described in
Definition 8.3.

In this paper we introduce an approach to quantitatively describe band structure
as illustrated in Theorems 1.1 and 1.2. This method is used to establish explicit con-
ditions for band gap opening and persistence of passbands that apply to a wide class
of inclusion shapes; see Theorem 10.2 and Theorem 10.3. We begin by introducing
the Neumann spectrum defined by the spectral problem on Y given by

−∇ · (k(1− χD(x)) + χD(x))∇h(x) = ω2h(x), x ∈ Y(1.22)

together with the homogeneous Neumann boundary condition, where h is a function
in H1(Y ) with

∫
Y
h dx = 0. Here χD denotes the indicator function of D in the

unit period. The Neumann eigenvalues for (1.22) at fixed k > 1 are written νj(k),
j = 1, 2, . . . and ordered according to min-max with 0 < ν1(k) ≤ ν2(k) ≤ · · · . The
Bloch wave problem can also be restricted to the unit period and is given by the
spectral problem

−∇ · (k(1− χD(x)) + χD(x))∇h(x) = ω2h(x), x ∈ Y(1.23)

together with the α quasi-periodicity condition now expressed as h(x) = u(x)eiα·x,
where u(x) is a periodic function in H1

loc(Rd) with unit period Y . For α = 0 we
require

∫
Y
u dx = 0. For future reference we note for k > 1 and from the min-max

principle that the Neumann spectrum provides a lower bound on the Bloch spectrum
given by

νj(k) ≤ λj(k, α) for α ∈ Y ∗.(1.24)
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BAND GAPS IN PERIODIC MEDIA 1617

Our approach is based upon (1) a representation of the Neumann eigenvalues as
convergent series expressed in terms of the contrast k with explicitly defined conver-
gence radii and (2) a representation of the Bloch eigenvalues (1.5) as convergent series
expressed in terms of the contrast k with explicitly defined convergence radii. We be-
gin as in [25] by deriving a spectral representation formula for the inverse operator
(−∇ · (k(1−χD) +χD)∇)−1 associated with the Neumann spectrum. To proceed we
complexify the problem and consider k ∈ C, noting that the divergence form operator
−∇·(k(1−χD)+χD)∇ is no longer uniformly elliptic. Our approach does not rely on
ellipticity and we develop an explicit representation formula for −∇·(k(1−χD)+χD)∇
that holds for complex values of k.

The spectral representation for −∇·(k(1−χD)+χD)∇ follows from the existence
of a complete orthonormal set of functions associated with the Neumann electrostatic
resonances of the crystal, i.e., functions v such that n · ∇v = 0 on the boundary of Y
and real eigenvalues λ for which

−∇ · χD∇v = −λ∆v.(1.25)

These resonances are connected to the spectra of Neumann-Poincaré operators asso-
ciated with double layer potentials discussed in [18, 23]. They are similar in spirit
to the well known electrostatic resonances identified in the composites literature and
useful for bounding effective properties [4, 3, 26, 28, 5, 13]. The spectral representa-
tion is applied to analytically continue the Neumann spectra for complex values of k;
see Theorem 3.1.

Using this representation formula, we identify the subset z = 1/k ∈ Ω0 of C where
this operator is invertible. The explicit formula shows that the solution operator
(−∇ · (k(1 − χD) + χD)∇)−1 is a meromorphic operator valued function of z for
z ∈ Ω0 = C \ S; see section 4 and Lemma 4.1. Here the set S is discrete and
consists of poles lying on the negative real axis with only one accumulation point
at z = −1. For the problem treated here we expand about z = 0 in the complex
plane, and the distance between z = 0 and the set S is used to bound the radius
of convergence of the series representation of Neumann eigenvalues for real z given
by (4.14), (4.15). Next we apply the spectral representation formula for the inverse
operator (−∇·(k(1−χD)+χD)∇)−1 associated with the Bloch spectrum developed in
[25]. Here the representation is carried out using the quasi-static resonances associated
with the crystal geometry. Applying these ideas to the present context delivers a
series representation for the Bloch eigenvalues; see (5.17) and (5.18). Theorems on
separation of spectra and convergence of the series are given in Theorems 7.1, 7.2,
7.3, and 7.4. The fundamental theorems on band gaps and passbands, Theorems 10.2
and Theorem 10.3, are shown to follow from Theorems 7.1, 7.2, 7.3 and application of
Theorem 7.4 parts 1 and 3 together with the interlacing property of the limit spectrum
as k →∞, stated in Theorem 10.1.

The same high contrast mechanism can be used to open band gaps when the
coefficient satisfies a(y) = 1

k < 1 inside the array of inclusions and equals 1 outside.
This is shown to follow from a reciprocal relation satisfied by the spectrum. These
aspects are discussed in the concluding section, where a second application to H-
polarized modes inside photonic crystals is presented in Theorems 12.1, and 12.2.

The ideas presented here can be used to quickly search for photonic and phononic
band gaps within a prescribed frequency range. Once identified, these gaps can be
maximized by applying topology optimization or level set methods to find inclusion
shapes and lattice geometries that give the largest band gaps; see [7, 33, 27, 19, 2].
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1618 ROBERT LIPTON AND ROBERT VIATOR JR.

The paper is organized as follows: In the next section we introduce the Hilbert
space formulation of the Neumann eigenvalue problem and the variational formulation
of the Neumann electrostatic resonance problem. The completeness of the eigenfunc-
tions associated with the electrostatic resonance spectrum is established and a spectral
representation for the operator −∇ · (k(1 − χD) + χD)∇ is obtained. These results
are collected and used to continue the Neumann eigenvalues as functions of k, off
the real axis onto the complex plane; see Theorem 3.1 of section 3. A self-contained
spectral perturbation theory is applied to identify the series representation for Neu-
mann eigenvalues in the neighborhood of ∞ in section 4. The series expansion for
the Bloch spectra is developed in section 5. The leading order spectral theory for the
Neumann and Bloch spectra is developed in section 6. The main theorems on radius
of convergence for the series are presented in section 7 and given by Theorems 7.1, 7.2,
7.3, and 7.4. These theorems apply to the class composite crystals Pθ described in
Definition 8.3 provided in section 8. The explicit radii of convergence for distributions
of identical disks is presented in section 9. The fundamental theorems on band gaps
and passbands are presented and proved in section 10 and are given by Theorems
10.2 and 10.3 for all crystal geometries belonging to Pθ. Theorems 1.1 and 1.2 are
direct applications of Theorems 10.2 and 10.3 to the case of dispersions of equal sized
disks with boundaries separated by a prescribed minimum tolerance. The explicit
formulas for the convergence radii and separation of spectra are all derived directly
in a self-contained way in section 11, where Theorems 7.1, 7.2, 7.3, 7.4 are proved.
We conclude in section 12 with a reciprocal relation and the identification of spectral
gaps for the dual problem a = 1

k < 1 in Ω and a = 1 outside; see Theorems 12.1
and 12.2.

2. Hilbert space setting, Neumann electrostatic resonances, and rep-
resentation formulas. To begin the study of the spectral problem, we establish the
correct Hilbert spaces on which the analysis will be conducted. We will see that the
correct choice of Sobolev spaces (which encode the boundary conditions on the unit
cell) will play an important role in analyzing the eigenvalue problem 1.1 in the high
contrast limit k → ∞. By choosing the right Sobolev spaces, we will also identify
the important electrostatic spectral decomposition of our divergence-form operator
with Neumann boundary conditions on Y , which will play a critical role in subse-
quent analysis. This process will be repeated in later sections for the periodic and
quasi-periodic boundary conditions as well.

We denote the space of all square integrable complex valued functions h defined
on Y with

∫
Y
h dx = 0 by L2

0(Y ), and the L2 inner product over Y is written

(u, v) =
∫
Y

uv dx.(2.1)

The eigenfunctions h for (1.22) belong to the space

H = {h ∈ H1(Y ) :
∫
Y
h dx = 0}.(2.2)

The space H is a Hilbert space under the inner product

〈u, v〉 =
∫
Y

∇u(x) · ∇v̄(x)dx.(2.3)
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BAND GAPS IN PERIODIC MEDIA 1619

The solutions to the Neumann spectral problem (1.22) belong to the subspaceHN ⊂ H
defined by

HN =
{
h ∈ H :

∂h

∂n
= 0 on ∂Y

}
.(2.4)

For any k ∈ C, the weak formulation of the eigenvalue problem (1.22) for h and ω2

can be written as

Bk(h, v) = ω2(h, v)(2.5)

for all v in HN , where Bk : HN ×HN −→ C is the sesquilinear form

Bk(u, v) = k

∫
Y \D
∇u(x) · ∇v̄(x)dx+

∫
D

∇u(x) · ∇v̄(x)dx.(2.6)

The linear operator Tk : HN −→ HN associated with Bk is defined by

〈Tku, v〉 := Bk(u, v).(2.7)

In what follows we decompose HN into invariant subspaces of source free modes
and identify the associated Neumann electrostatic resonance spectra. This decompo-
sition will provide an explicit spectral representation for the operator Tk; see Theorem
2.4. Let W1 ⊂ HN be the completion in HN of the subspace of functions with support
away from D. Now let H̃1

0 (D) denote the subspace of functions H1
0 (D) extended by

zero into Y \D and let 1Y be the indicator function of Y . We define W2 ⊂ HN to be
the subspace of functions given by

W2 =
{
u = ũ−

(∫
D

ũdx

)
1Y | ũ ∈ H̃1

0 (D)
}
.(2.8)

Clearly W1 and W2 are orthogonal subspaces of HN , so we define W3 := (W1⊕W2)⊥.
We therefore have

HN = W1 ⊕W2 ⊕W3.(2.9)

The orthogonal decomposition and integration by parts shows that elements u ∈ W3
are harmonic separately in D and Y \D, and

∂u

∂n
= 0 on ∂Y and(2.10) ∫

∂D

∂u

∂n
|+∂D ds = 0,(2.11) ∫

∂D

∂u

∂n
|−∂D ds = 0,(2.12)

where ∂u
∂n |

−
∂D and ∂u

∂n |
+
∂D are traces of the outward directed normal derivative taken

from the interior of D and exterior of D, respectively.
To set up the spectral analysis note that elements of W3 can be represented in

terms of single layer potentials supported on ∂D. We introduce the d-dimensional
Newtonian potential, d = 2, 3, given by

Γd(x, y) =
{

1
2π

ln|x− y| for d = 2 and − 1
4π
|x− y|−1 for d = 3

}
.(2.13)
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1620 ROBERT LIPTON AND ROBERT VIATOR JR.

Let φ(x, y) satisfy

−∆xφ(x, y) = 0 for (x, y) ∈ Y × Y ,(2.14)

with

∂φ(x, y)
∂n(x)

= −∂Γd(x, y)
∂n(x)

+
1
|∂Y |

for x ∈ ∂Y and y ∈ Y ,(2.15)

where |∂Y | denotes the d − 1 dimensional Hausdorff measure of ∂Y . The Neumann
Green’s function is given by

G(x, y) = Γd(x, y) + φ(x, y),(2.16)

and the associated operator −∆−1
N : L2

0(Y )→ HN defined by

−∆−1
N f =

∫
Y

G(x, y) f(y) dy(2.17)

satisfies

〈−∆−1
N f, v〉 = (f, v).(2.18)

The operator −∆−1
N is a bounded operator from L2

0(Y ) into HN and a bounded
compact map of L2

0(Y ) into itself. Let H1/2(∂D) be the fractional Sobelev space on
∂D defined in the usual way, and denote its dual by H−1/2(∂D). For ρ ∈ H−1/2(∂D)
the single layer potential is given by

SDρ(x) =
∫
∂D

G(x, y)ρ(y)dσ(y), x ∈ Y.(2.19)

The jump in normal derivative across ∂D belongs to H−1/2(∂D) and is written

ρu =
∂u

∂n

∣∣∣∣+∂D − ∂u

∂n

∣∣∣∣−
∂D

.(2.20)

For u ∈W3 we have the identity

u = SDρu,(2.21)

where
∫
∂D

ρu ds = 0 follows from (2.11) and (2.12). We introduce H−1/2
0 (∂D) = {ρ ∈

H−1/2(∂D) :
∫
∂D

ρ ds = 0}, to see that SD : H−1/2
0 (∂D) → W3 maps H−1/2

0 (∂D)
onto W 3. It follows from [6] that for any ρ ∈ H−1/2(∂D)

∆SDρ = 0 in D and Y \D,
SDρ |+∂D = SDρ |−∂D,

∂

∂n
SDρ |±∂D = ±1

2
ρ+K∗Dρ,(2.22)

where n is the outward directed normal vector on ∂D and K∗D is the Neumann–
Poincaré operator defined by

K∗Dρ(x) = p.v.
∫
∂D

∂G(x, y)
∂n(x)

ρ(y)dσ(y), x ∈ ∂D,(2.23)
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BAND GAPS IN PERIODIC MEDIA 1621

and KD is the Neumann–Poincaré operator

KDρ(x) = p.v.
∫
∂D

∂G(x, y)
∂n(y)

ρ(y)dσ(y), x ∈ ∂D.(2.24)

In what follows we assume the boundary ∂D is C1,γ for some γ > 0. Here the
layer potentials KD, and K∗D are they are continuous linear mappings from L2(∂D)
to L2(∂D) and they are compact, since ∂G(x,y)

∂n(x) is a continuous kernel of order d−2 in

dimensions d = 2, 3. The operator SD is a continuous linear map from H
−1/2
0 (∂D) into

W3 and we define S∂Dρ = SDρ |∂D for all ρ ∈ H−1/2
0 (∂D). Here S∂D : H−1/2

0 (∂D) −→
H1/2(∂D) is continuous and has bounded inverse; see [6].

One readily verifies the symmetry

G(x, y) = G(y, x),(2.25)

and application delivers the Plemelj symmetry for KD, K∗D, and S∂D as operators on
L2(∂D) given by

KDS∂D = S∂DK
∗
D.(2.26)

Moreover, as seen in [23], the operator −S∂D is positive and self-adjoint in L2(∂D),
and in view of (2.26) K∗D is a compact operator on H

−1/2
0 (∂D).

Let G : W3 −→ H1/2(∂D) be the trace operator, which is bounded and onto.

Lemma 2.1. SD : H−1/2
0 (∂D) −→W3 has bounded inverse S−1

D = S−1
∂DG.

Proof. Suppose u ∈ W3, and consider Gu = u |∂D∈ H1/2(∂D). For all x ∈ Y
define w(x) = SD(S−1

∂DGu). Since u,w ∈ W3, it follows that w − u ∈ W3 as well.
Since Gu = Gw, we have that G(w − u) = 0, and so w − u ∈ (W1 ⊕ W2). But
W3 = (W1⊕W2)⊥, so w = u as desired. The boundedness follows from the continuity
of S−1

∂D and G.

We introduce an auxiliary operator T : W3 −→W3, given by the sesquilinear form

〈Tu, v〉 =
1
2

∫
Y \D
∇u(x) · ∇v̄(x)dx− 1

2

∫
D

∇u(x) · ∇v̄(x)dx.(2.27)

The next theorem will be useful for the spectral decomposition of Tk.

Theorem 2.2. The linear map T defined in equation (2.27) is given by

T = SDK
∗
DS
−1
D

and is compact and self-adjoint.

Proof. For u, v ∈W3, consider

〈SDK∗DS−1
D u, v〉 =

∫
Y

∇[SDK∗DS
−1
D u] · ∇v̄.(2.28)

Since ∆SDρ = 0 in D and Y \ D for any ρ ∈ H
−1/2
0 (∂D), an integration by parts

yields

〈SDK∗DS−1
D u, v〉 =

∫
∂D

v̄

(
∂[SDK∗DS

−1
D u]

∂ν

∣∣∣−
∂D
−
∂[SDK∗DS

−1
D u]

∂ν

∣∣∣+
∂D

)
dσ.

Applying the jump conditions from (2.22) yields

〈SDK∗DS−1
D u, v〉 = −

∫
∂D

K∗DS
−1
D uv̄dσ.(2.29)
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1622 ROBERT LIPTON AND ROBERT VIATOR JR.

Note that by the same jump conditions

K∗DS
−1
D u =

1
2

(
∂u

∂ν
|−∂D +

∂u

∂ν
|+∂D

)
.(2.30)

Application of (2.30) to (2.29) and an integration by parts yields the desired result.
Compactness follows directly from the properties of SD and K∗.

Rearranging terms in the weak formulation of (1.25) and writing µ = 1/2 − λ
delivers the equivalent eigenvalue problem for Neumann electrostatic resonances:

〈Tu, v〉 = µ〈u, v〉, u, v ∈W3.

Since T is compact and self-adjoint on W3, there exists a countable subset {µi}i∈N
of the real line with a single accumulation point at 0 and an associated family of
orthogonal finite-dimensional projections {Pµi}i∈N such that〈 ∞∑

i=1

Pµiu, v

〉
= 〈u, v〉, u, v ∈W3

and 〈 ∞∑
i=1

µiPµiu, v

〉
= 〈Tu, v〉, u, v ∈W3.

Moreover, it is clear by (2.27) that

−1
2
≤ µi ≤

1
2
.

The upper bound 1/2 is the eigenvalue associated with the subspace of functions
Π ∈ W3, such that functions in Π take constant values cj on Dj , j = 1, . . . , N . Here
the N constants cj lie the N − 1 dimensional subspace associated with the mean zero
constraint for functions in H. It is also possible to show that there are no nonzero
elements of W3 that are eigenfunctions associated with eigenvalue µ = −1/2. In
section 8 an explicit lower bound µ− is identified such that the inequality −1/2 <
µ− ≤ µi holds uniformly for a very broad class of geometries.

Lemma 2.3. The eigenvalues {µi}i∈N of T are precisely the eigenvalues of the
Neumann–Poincaré operator K∗D associated with quasi-periodic double layer potential
restricted to ∂D.

Proof. If a pair (µ, u) belonging to (−1/2, 1/2] × W3 satisfies Tu = µu then
SDK

∗
DS
−1
D u = µu. Multiplication of both sides by S−1

D shows that S−1
D u is an eigen-

function for function for K∗D associated with µ. Suppose the pair (µ,w) belongs to
(−1/2, 1/2]×H−1/2(∂D) and satisfies K∗Dw = µw. Since the trace map from W3 to
H

1/2
0 (∂D) is onto then there is a u in W3 for which w = S−1

D u and K∗DS
−1
D u = µS−1

D u.
Multiplication of this identity by SD shows that u is an eigenfunction for T associated
with µ.

Finally, we see that if u1 ∈W1 and u2 ∈W2, then

〈Tu1, v〉 =
1
2
〈u1, v〉,

〈Tu2, v〉 = −1
2
〈u2, v〉

for all v ∈ H1
#(α, Y ).
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BAND GAPS IN PERIODIC MEDIA 1623

Let P1, P2 be the orthogonal projections of HN onto W1 ⊕ Π and W2. Then
{P1, P2} ∪ {Pµi}− 1

2<µi<
1
2

is an orthogonal family of projections, and〈
P1u+ P2u+

∑
− 1

2<µi<
1
2

Pµiu, v

〉
= 〈u, v〉

for all u, v ∈ HN .
We now recover the spectral decomposition for Tk associated with the sesqualinear

form (2.7).

Theorem 2.4. The linear operator Tk : HN −→ HN associated with the sesqua-
linear form Bk is given by

〈Tku, v〉 =

〈
kP1u+ P2u+

∑
− 1

2<µi<
1
2

[k(1/2 + µi) + (1/2− µi)]Pµiu, v

〉

for all u, v ∈ HN .

Proof. For u, v ∈ HN we have

Bk(Pµiu, v) = k

∫
Y \D
∇Pµiu · ∇v̄ +

∫
D

∇Pµiu · ∇v̄.

Since Pµiu is an eigenvector corresponding to µi 6= ± 1
2 , we have∫

Y \D
∇Pµiu · ∇v̄ =

(1/2 + µi)
(1/2− µi)

∫
D

∇Pµiu · ∇v̄

and so we calculate

Bk(Pµiu, v) =
[
k

(1/2 + µi)
(1/2− µi)

+ 1
] ∫

D

∇Pµiu · ∇v̄.

But we also know that∫
D

∇Pµiu · ∇v̄ = (1/2− µi)
∫
Y

∇Pµiu · ∇v̄

and so

Bk(Pµiu, v) = [k(1/2 + µi) + (1/2− µi)]
∫
Y

∇Pµiu · ∇v̄.

Since we clearly have

Bk(P1u, v) = k

∫
Y \D
∇P1u · ∇v̄,

Bk(P2u, v) =
∫
D

∇P2u · ∇v̄,

and the projections P1, P2, Pµi are mutually orthogonal for all − 1
2 < µi <

1
2 , the proof

is complete.
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1624 ROBERT LIPTON AND ROBERT VIATOR JR.

It is evident that Tk is invertible whenever

k ∈ C \ Z, where Z =
{
µi − 1/2
µi + 1/2

}
{− 1

2≤µi≤
1
2},

(2.31)

and, for z = k−1,

(Tk)−1 = zP1u+ P2u+
∑

− 1
2<µi<

1
2

z[(1/2 + µi) + z(1/2− µi)]−1Pµi .(2.32)

For future reference we also introduce the set S of z ∈ C for which Tk is not invertible,
given by

S =
{
µi + 1/2
µi − 1/2

}
{− 1

2<µi<
1
2},

(2.33)

which also lies on the negative real axis. In section 8 we will provide explicit upper
bounds on the set S that depend upon the geometry of the inclusions.

3. Neumann spectrum for complex coupling constant. We now charac-
terize the basic properties of the Neumann spectrum corresponding to problem (1.22)
for complex coupling constants k.

We set ω2 = ν(k) in (1.22) and extend the Neumann eigenvalue problem to
complex coefficients k outside the set Z given by (2.31). The Neumann spectral
problem (1.22) is written as

−∇ · (k(1− χD) + χD)∇u = −∆NTku = ν(k)u,(3.1)

with u ∈ HN . Here −∆N is the Laplace operator associated with the bilinear form
〈·, ·〉 defined on HN . We characterize the Neumann spectra by analyzing the operator

B(k) = T−1
k (−∆−1

N ),(3.2)

where the operator −∆−1
N is given by (2.17).

The operator B(k) : L2
0(Y ) −→ HN is easily seen to be bounded for k 6∈ Z; see

Theorem 11.4. Since HN ⊂ H1(Y ) embeds compactly into L2
0(Y ), we find by virtue

of Poincare’s inequality that B(k) is a bounded compact linear operator on L2
0(Y )

and therefore has a discrete spectrum {γi(k)}i∈N with a possible accumulation point
at 0; see Remark 11.5. The corresponding eigenspaces are finite dimensional and the
eigenfunctions pi ∈ L2

0(Y ) satisfy

B(k)pi(x) = γi(k, α)pi(x) for x in Y(3.3)

and also belong to HN . Note further for γi 6= 0 that (3.3) holds if and only if (3.1)
holds with νi(k) = γ−1

i (k), and −∆NTkui = νi(k)ui. Collecting results we have the
following theorem

Theorem 3.1. Let Z denote the set of points on the negative real axis defined by
(2.31). Then the Neumann eigenvalue problem (1.22) can be extended for values of the
coupling constant k off the positive real axis into C\Z; i.e., the Neumann eigenvalues
are of finite multiplicity and are denoted by νj(k) = γ−1

j (k), j ∈ N.
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BAND GAPS IN PERIODIC MEDIA 1625

4. Series representation of Neumann eigenvalues. With the basic band
structure of the Neumann eigenvalues of problem (1.22) identified, we now seek a
series representation of these eigenvalues in a suitable neighborhood of k near infinity.
In later sections, we will demonstrate that the series expansions are in fact uniformly
convergent within a certain neighborhood which is defined in terms of the geometry
of the crystal. In obtaining series representations for these eigenvalues in terms of k
along with a radius of convergence, we will gain access to error estimates on these
series which will play a critical role in the proofs of Theorems 1.1 and 1.2, 10.2, 10.3,
12.1, and 12.2.

In what follows we set γ = ν−1(k) and analyze the spectral problem

B(k)u = γ(k)u.(4.1)

Henceforth we will analyze the high contrast limit by developing a power series in
z = 1

k about z = 0 for the spectrum of the family of operators associated with (4.1):

B(k) := T−1
k (−∆N )−1

=

zP1 + P2 + z
∑

− 1
2<µi<

1
2

[(1/2 + µi) + z(1/2− µi)]−1Pµi

 (−∆N )−1

= A(z).(4.2)

Here we define the operator A(z) such that A(1/k) = B(k) and the associated eigen-
values βj(1/k) = γj(k), and the spectral problem is A(z)u = β(z)u for u ∈ L2

0(Y ).
The Neumann eigenvalues are of finite multiplicity and are described in terms of
βj(z) ∈ σ(A(z)) by

νj(k) =
1

βj( 1
k )
, j ∈ N.(4.3)

The above representation is used to show that A(z) is self-adjoint for z = 1/k ∈ R
and is a family of bounded operators taking L2

0(Y ) into itself; see Theorem 11.6 and
subsequent remarks. We have the following:

Lemma 4.1. A(z) is holomorphic on Ω0 := C\S, where S =
⋃
i∈N zi is the collec-

tion of points zi = (µi + 1/2)/(µi − 1/2) on the negative real axis associated with the
eigenvalues {µi}i∈N. The set S consists of poles of A(z) with only one accumulation
point at z = −1.

In sections 8 and 9 we identify explicit lower bounds −1/2 < µ∗ ≤ mini{µi} that
hold for generic classes of inclusion domains D. The corresponding upper bound z∗

on S is written

max
i
{zi} ≤

µ∗ + 1/2
µ∗ − 1/2

= z∗ < 0.(4.4)

Let β0 ∈ σ(A(0)) with spectral projection P (0), and let Γ be a closed contour in
C enclosing β0 but no other β0 ∈ σ(A(0)). The spectral projection associated with
β(z) ∈ σ(A(z)) for β(z) ∈ int(Γ) is denoted by P (z). Here we suppose all elements
β(z) ∈ int(Γ) converge to β0 as z → 0. This collection is known as the eigenvalue
group associated with β0. We write M(z) = P (z)L2

0(Y ) and suppose for the moment
that Γ lies in the resolvent of A(z) and dim(M(0)) = dim(M(z)) = m, noting that
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1626 ROBERT LIPTON AND ROBERT VIATOR JR.

Theorem 7.3 provides explicit conditions for when this holds true. Since A(z) is
analytic in a neighborhood of the origin, we write

A(z) = A(0) +
∞∑
n=1

znAn.(4.5)

Defining the resolvent of A(z) by

R(ζ, z) = (A(z)− ζ)−1,

and expanding successively in Neumann series and power series, we have the identity

R(ζ, z) = R(ζ, 0)[I + (A(z)−A(0))R(ζ, 0)]−1

= R(ζ, 0) +
∞∑
p=1

[−(A(z)−A(0))R(ζ, 0)]p

= R(ζ, 0) +
∞∑
n=1

znRn(ζ),(4.6)

where

Rn(ζ) =
∑

k1+···+kp=n, kj≥1

(−1)pR(ζ, 0)Ak1R(ζ, 0)Ak2 · · ·R(ζ, 0)Akp

for n ≥ 1.
Application of the contour integral formula for spectral projections [32, 20, 21]

delivers the expansion for the spectral projection,

P (z) = − 1
2πi

∮
Γ
R(ζ, z)dζ

= P (0) +
∞∑
n=1

znPn,(4.7)

where Pn = − 1
2πi

∮
ΓRn(ζ)dζ. Now we represent the difference (A(z) − β0)P (z) as a

contour integral. Start with

(A(z)− β0)R(ζ, z) = I + (ζ − β0)R(ζ, z)(4.8)

and we have

(A(z)− β0)P (z) = − 1
2πi

∮
Γ
(ζ − β0)R(ζ, z)dζ.(4.9)

Next we develop a series representation for the eigenvalues of A(z) for real z =
1/k. We observe that the operator A(z) is self-adjoint and bounded for z ∈ R 6∈ S;
see Theorem 11.6. So for z ∈ R \ S there is a complete orthonormal system of
eigenfunctions {ϕi(z)}i∈N in L2

0(Y ) and eigenvalues {βi(z)}i∈N such that

βi(z) = (A(z)ϕi(z), ϕi(z)) for z ∈ R \ S.(4.10)

Now for β0 such that β0 = (A(0)ϕi(0), ϕi(0)) and βi(z) associated with the eigenvalue
group corresponding to β0 inside Γ we have P (z)ϕi(z) = ϕi(z), and from (4.9)

D
ow

nl
oa

de
d 

01
/1

0/
20

 to
 1

67
.9

6.
14

5.
17

8.
 R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
://

w
w

w
.s

ia
m

.o
rg

/jo
ur

na
ls

/o
js

a.
ph

p



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

BAND GAPS IN PERIODIC MEDIA 1627

βi(z)− β0 = ((A(z)− β0)P (z)ϕi(z), ϕi(z))

= −
(

1
2πi

∮
Γ
(ζ − β0)R(ζ, z)dζϕi(z), ϕi(z)

)
.(4.11)

Next apply (2.32) to write

R(ζ, z) = R(ζ, 0) +
∞∑
n=1

[−(A(z)−A(0))R(ζ, 0)]n

= R(ζ, 0) +
∞∑
n=1

znNn(ζ, z),(4.12)

where

N (ζ, z) =

P1u+
∑

− 1
2<µi<

1
2

[(1/2 + µi) + z(1/2− µi)]−1Pµi

 (−∆N )−1R(ζ, 0)


(4.13)

for n ≥ 1. Equation (4.11) together with (4.12) deliver a series representation for-
mula for Neumann eigenvalues νi(k) = (βi( 1

k ))−1 for real k in a neighborhood of ∞.
Substituting (4.12) into (4.11) and manipulating yields

βi(z) = β0 +
∞∑
n=1

znβni (z),(4.14)

where

βni (z) = − 1
2πi

(∮
Γ
(ζ − β0)Nn(ζ, z)dζϕi(z), ϕi(z)

)
, n ≥ 1(4.15)

for z in an interval containing z = 0.

5. Series representation of Bloch eigenvalues. We now repeat the analysis
performed in sections 2, 3, and 4 for the Bloch Eigenvalues of (1.23). Just as before, we
begin with the variational description of the Bloch eigenvalue problem (1.23). Denote
the spaces of all α quasi-periodic complex valued functions belonging to L2

loc(Rd) by
L2

#(α, Y ). For α 6= 0 the eigenfunctions h for (1.23) belong to the space

H1
#(α, Y ) = {h ∈ H1

loc(Rd) : h is α quasiperiodic}.(5.1)

The space H1
#(α, Y ) is a Hilbert space under the inner product (2.3). When α = 0,

the pair h(x) = 1, ω2 = 0 is a solution to (1.23). For this case the remaining
eigenfunctions associated with nonzero eigenvalues are orthogonal to 1 in the L2(Y )
inner product. These eigenfunctions belong to the set of square integrable Y periodic
functions with zero average denoted by L2

#(0, Y ). They also belong to the space

H1
#(0, Y ) = {h ∈ H1

loc(Rd) : h is periodic,
∫
Y
h dx = 0}.(5.2)

The space H1
#(0, Y ) is also Hilbert space with inner product defined by (2.3).

For any k ∈ C, the variational formulation of the Bloch eigenvalue problem (1.23)
for h and ω2 is given by

Bk(h, v) = ω2(h, v)(5.3)
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1628 ROBERT LIPTON AND ROBERT VIATOR JR.

for all v in H1
#(α, Y ) and α ∈ Y ∗. As before, it is possible to decompose H1

#(α, Y )
into an orthogonal sum of three subspaces W1, W2, and W3 to recover an analytic
representation for the operator Tαk associated with the bilinear form Bk(h, v) defined
on H1

#(α, Y )×H1
#(α, Y ).

We first address the case α ∈ Y ? \ {0}. Let W1 ⊂ H1
#(α, Y ) be the completion

in H1
#(α, Y ) of the subspace of functions with support away from D, and let W2 ⊂

H1
#(α, Y ) be the subspace of functions in H1

0 (D) extended by zero into Y . Clearly
W1 and W2 are orthogonal subspaces of H1

#(α, Y ), so we define W3 := (W1 ⊕W2)⊥.
We therefore have

H1
#(α, Y ) = W1 ⊕W2 ⊕W3.(5.4)

The orthogonal decomposition and integration by parts shows that elements u ∈ W3
are harmonic separately in D and Y \D.

Now consider α = 0 and decompose H1
#(0, Y ). Let W1 ⊂ H1

#(0, Y ) be the
completion in H1

#(0, Y ) of the subspace of functions with support away from D. Here
let H̃1

0 (D) denote the subspace of functions H1
0 (D) extended by zero into Y \D and

let 1Y be the indicator function of Y . We define W2 ⊂ H1
#(0, Y ) to be the subspace

of functions given by

W2 =
{
u = ũ−

(
1
|Y |

∫
D

ũdx

)
1Y | ũ ∈ H̃1

0 (D)
}
.(5.5)

Clearly W1 and W2 are orthogonal subspaces of H1
#(0, Y ), and W3 := (W1 ⊕W2)⊥.

As before we have

H1
#(0, Y ) = W1 ⊕W2 ⊕W3,(5.6)

and W3 is identified with the subspace of H1
#(0, Y ) functions that are harmonic inside

D and Y \D, respectively. The orthogonality between W2 and W3 follows from the
identity

∫
∂D

∂nw ds = 0 for w ∈W3.
For every α ∈ Y ∗ the associated subspace W3 can be decomposed into finite-

dimensional pairwise orthogonal subspaces associated with the eigenvalue problem
for quasi-periodic electrostatic resonances given by

〈Tu, v〉 = µ〈u, v〉, u, v ∈W3.

The operator T defined by the sesqualinear form (2.27) is seen to be compact and
self-adjoint on W3 see, [25]. Since T is compact and self-adjoint on W3, there exists
a countable subset {µi}i∈N of the real line with a single accumulation point at 0 and
an associated family of orthogonal finite-dimensional projections {Pµi}i∈N such that〈 ∞∑

i=1

Pµiu, v

〉
= 〈u, v〉, u, v ∈W3

and 〈 ∞∑
i=1

µiPµiu, v

〉
= 〈Tu, v〉, u, v ∈W3,

where
−1

2
≤ µi ≤

1
2

;
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BAND GAPS IN PERIODIC MEDIA 1629

see [25]. For α 6= 0 the upper bound 1/2 is the eigenvalue associated with the N -
dimensional subspace of functions Π ∈ W3, such that functions in Π take constant
values cj on Dj , j = 1, . . . , N . For α = 0, the zero average constraint shows that
Π is N − 1 dimensional. In [25] an explicit lower bound µ∗ is identified such that
the inequality −1/2 < µ∗ ≤ µi holds for a generic class of geometries uniformly with
respect to α ∈ Y ?. It is shown that this bound is independent of α ∈ Y ∗ (see [25])
and is discussed in sections 8 and 9.

Finally, we see that if u1 ∈W1 and u2 ∈W2, then

〈Tu1, v〉 =
1
2
〈u1, v〉,

〈Tu2, v〉 = −1
2
〈u2, v〉

for all v ∈ H1
#(α, Y ).

Let P1 and P2 be the projections onto W1 ⊕ Π and W2. Then {P1, P2} ∪
{Pµi}− 1

2<µi<
1
2

is an orthogonal family of projections, and〈
P1u+ P2u+

∑
− 1

2<µi<
1
2

Pµiu, v

〉
= 〈u, v〉

for all u, v ∈ H1
#(α, Y ).

The representation for Tαk is given by the following lemma

Lemma 5.1 (Representation of bilinear form [25]). The linear operator Tαk :
H1

#(α, Y ) −→ H1
#(α, Y ) associated with the bilinear form Bk is given by

〈Tαk u, v〉 =

〈
kP1u+ P2u+

∑
− 1

2<µi<
1
2

[k(1/2 + µi) + (1/2− µi)]Pµiu, v

〉

for all u, v ∈ H1
#(α, Y ).

The Bloch spectral problem can now be written in operator form as

−∇ · (k(1− χD) + χD)∇u = −∆αT
α
k u = ν(k)u,(5.7)

with u ∈ H#(α,Rd). We proceed as in the Neumann case and analyze the Bloch
spectra by developing a power series in z = 1

k about z = 0 for the spectrum of the
family of operators given by Aα(z) = (Tαk )−1(−∆α)−1, i.e.,

Aα(z) =

zP1 + P2 + z
∑

− 1
2<µi<

1
2

[(1/2 + µi) + z(1/2− µi)]−1Pµi

 (−∆α)−1.(5.8)

Here the operator (−∆α)−1 defined for all α ∈ Y ∗ is given by

(−∆α)−1u(x) = −
∫
Y

Gα(x, y)u(y) dy,(5.9)

where Gα(x, y) is the Green’s function for the quasi-periodic Laplace operator.
The operator Aα(z) is self-adjoint for k ∈ R and is a family of compact, bounded

operators taking L2
#(α, Y ) into itself, and we have [25] the following lemma:
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1630 ROBERT LIPTON AND ROBERT VIATOR JR.

Lemma 5.2 (Spectrum of Aα(z)).
1. Aα(z) is holomorphic on Ω0 := C \ S, where S =

⋃
i∈N zi is the collection

of points zi = (µi + 1/2)/(µi − 1/2) on the negative real axis associated with
the eigenvalues {µi}i∈N. The set S consists of poles of Aα(z) with only one
accumulation point at z = −1.

2. For z ∈ Ω0 the spectrum of Aα(z) denoted by σ(Aα(z)) consists of eigenvalues
βαj (z) of finite multiplicity with a possible accumulation point z = 0.

We have the following theorem:

Theorem 5.3 ( [25]). The Bloch eigenvalue problem (1.23) for −∇(k(1−χD) +
χD)∇ defined on H1

#(α, Y ) can be extended for values of the coupling constant k with
k−1 ∈ C \S, such that for each α ∈ Y ? the Bloch eigenvalues are of finite multiplicity
and are denoted by λj(k, α) = (βαj (k−1))−1, j ∈ N, and the band structure

λj(k, α) = ω2, j ∈ N(5.10)

extends to complex coupling constants k with k−1 ∈ C \ S.

Analysis provided in [25] shows that upper bounds introduced in sections 8 and
9 also apply to the set of quasi-periodic source free resonances, and S is bounded
uniformly away from 0 for all α ∈ Y ∗, i.e.,

max
i
{zi} ≤

µ∗ + 1/2
µ∗ − 1/2

= z∗ < 0.(5.11)

Let βα0 ∈ σ(Aα(0)) with spectral projection P (0), and let Γ be a closed contour
in C enclosing βα0 but no other βα0 ∈ σ(Aα(0)). The spectral projection associated
with βα(z) ∈ σ(Aα(z)) for βα(z) ∈ int(Γ) is denoted by P (z). As before we suppose
all elements βα(z) ∈ int(Γ) converge to βα0 as z → 0. This collection is known as the
eigenvalue group associated with βα0 . We write M(z) = P (z)L2

#(α, Y ) and suppose for
the moment that Γ lies in the resolvent of Aα(z) and dim(M(0)) = dim(M(z)) = m,
noting that Theorems 7.1 and 7.2 provide explicit conditions for when this holds true.
Define the resolvent of Aα(z) by

R(ζ, z) = (Aα(z)− ζ)−1

and proceeding as before, we get

(Aα(z)− βα0 )P (z) = − 1
2πi

∮
Γ
(ζ − βα0 )R(ζ, z)dζ.(5.12)

We now construct a series development suitable for the analysis of band gaps and
passbands when z ∈ R. The operator Aα(z) is self-adjoint and bounded for z ∈ R 6∈ S;
see [25] or Remark 11.7. So for z ∈ R \ S there is a complete orthonormal system of
eigenfunctions {ϕi(z)}i∈N in L2

0(Y ) and eigenvalues {βαi (z)}i∈N such that

βαi (z) = (Aα(z)ϕi(z), ϕi(z)) for z ∈ R \ S.(5.13)

Now for βα0 such that βα0 = (Aα(0)ϕi(0), ϕi(0)) and βαi (z) associated with the eigen-
value group corresponding to βα0 inside Γ we have P (z)ϕi(z) = ϕi(z), and from (5.12)

βαi (z)− βα0 = ((Aα(z)− βα0 )P (z)ϕi(z), ϕi(z))

= −
(

1
2πi

∮
Γ
(ζ − βα0 )R(ζ, z)dζϕi(z), ϕi(z)

)
.(5.14)
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BAND GAPS IN PERIODIC MEDIA 1631

Expanding the resolvent of Aα(z) in Neumann series and applying (5.8), we write

R(ζ, z) = R(ζ, 0) +
∞∑
n=1

[−(Aα(z)−A(0))R(ζ, 0)]n

= R(ζ, 0) +
∞∑
n=1

zn(Nα(ζ, z))n,(5.15)

where

Nα(ζ, z) =

P1u+
∑

− 1
2<µi<

1
2

[(1/2 + µi) + z(1/2− µi)]−1Pµi

 (−∆α)−1R(ζ, 0)


(5.16)

for n ≥ 1. Equation (5.14) together with (5.15) deliver a series representation for-
mula for Bloch eigenvalues λj(k, α) = (βαi ( 1

k ))−1 for real k in a neighborhood of ∞.
Substituting (5.15) into (5.14) and manipulating yields

βαi (z) = βα0 +
∞∑
n=1

znβni (z),(5.17)

where

βni (z) = − 1
2πi

(∮
Γ
(ζ − β0)(Nα(ζ, z))ndζϕi(z), ϕi(z)

)
, n ≥ 1(5.18)

for z in an interval containing z = 0.

6. Neuman and Bloch spectrum in the high contrast limit. In this sec-
tion, we identify the spectrum of the limiting operators A(0) and Aα(0). Recall that
the families of operators A(z) and Aα(z) represent the inverse of the divergence form
operator in the spectral problems (1.22) and (1.23), indexed in z = k−1, with Neu-
mann and α-quasi-periodic boundary conditions on Y , respectively. The limit spectra
of these operators plays a crucial role in establishing the upper and lower bounds of
the band gaps and band edges identified in Theorems 1.1 and 1.2.

Using the representation

A(z) =

zP1 + P2 + z
∑

− 1
2<µi<

1
2

[(1/2 + µi) + z(1/2− µi)]−1Pµi

 (−∆N )−1,(6.1)

we see that

A(0) = P2(−∆N )−1,(6.2)

and denote the spectrum of A(0) by σ(A(0)).
To begin, consider the Dirichlet eigenvalues of the Laplace operator on D associ-

ated with the spectral problem −∆ψ = δψ, ψ ∈ H1
0 (D) and denote the spectrum by

σ(−∆D). The subset of Dirichlet eigenvalues associated with eigenfunctions having
zero mean over D is denoted by {δ′j}j∈N and the set of Dirichlet eigenvalues associated
with eigenfunctions with nonzero mean is denoted by {δ∗j }j∈N. Next we introduce the

D
ow

nl
oa

de
d 

01
/1

0/
20

 to
 1

67
.9

6.
14

5.
17

8.
 R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
://

w
w

w
.s

ia
m

.o
rg

/jo
ur

na
ls

/o
js

a.
ph

p



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

1632 ROBERT LIPTON AND ROBERT VIATOR JR.

sequence of numbers {νj}j∈N given by the positive roots ν of the spectral function
S(ν) defined by

S(ν) = ν
∑
i∈N

a2
i

ν − δ∗i
− 1,(6.3)

where the coefficients aj = |
∫
D
ψj dx| are integrals of eigenfunctions ψj corresponding

to the Dirichlet eigenvalues δ∗j . The explicit characterization of σ(A(0)) is given by
the following theorem.

Theorem 6.1. σ(A(0)) = {δ′j
−1}j∈N ∪ {νj−1}j∈N, where the families {δ′j

−1}j∈N
and {νj−1}j∈N are identified in the above paragraph.

To establish the theorem we first show that the eigenvalue problem

P2(−∆N )−1u = λu(6.4)

with λ ∈ σ(Aα(0)) and eigenfunction u ∈ L2
0(Y ) is equivalent to finding λ and u ∈W2

for which

(u, v) = λ〈u, v〉 for all v ∈W2.(6.5)

To see the equivalence note that we have u = P2u and, for v ∈ HN ,

〈P2(−∆N )−1u, v〉 = λ〈u, v〉 = λ〈P2u, v〉,(6.6)

hence

〈(−∆N )−1u, P2v〉 = λ〈u, P2v〉.(6.7)

Since 〈(−∆N )−1u, v〉 = (u, v) for any u ∈ L2
0(Y ) and v ∈ HN , (6.7) becomes

(u, P2v) = λ〈u, P2v〉,(6.8)

and the equivalence follows noting that P2 is the projection of HN onto W2.
To conclude we show that the set of eigenvalues for (6.4) is given by {δ′j

−1}j∈N ∪
{ν−1
j }j∈N. We see that u ∈ W2, and from (2.8) we have the dichotomy

∫
D
ũdx = 0

and u = ũ ∈ H̃1
0 (D) or

∫
D
ũdx 6= 0 and u = ũ − γ1Y with γ =

∫
D
ũdx. It is evident

for the first case that the eigenfunction u ∈ H̃1
0 (D), and for v ∈W2 given by

v = ṽ −
(∫

D

ṽdx

)
1Y for ṽ ∈ H̃1

0 (D)(6.9)

that problem (6.5) becomes∫
D

uṽ = λ

∫
D

∇u · ∇ṽ for all ṽ ∈ H̃1
0 (D),(6.10)

and we conclude that ũ is a Dirichlet eigenfunction with zero average over D so
λ ∈ {δ′j

−1}j∈N. For the second case, we have u ∈W2 and again∫
D

uṽ = λ

∫
D

∇u · ∇ṽ for all ṽ ∈ H̃1
0 (D).(6.11)
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BAND GAPS IN PERIODIC MEDIA 1633

Writing u = ũ−γ1Y , λ = ν−1 and integrating by parts in (6.11) shows that ũ ∈ H̃1
0 (D)

is the solution of

∆ũ+ νũ = νγ for x ∈ D.(6.12)

We normalize ũ so that γ =
∫
D
ũdx = 1 and write

ũ =
∞∑
j=1

cjψj ,(6.13)

where ψj are the Dirichlet eigenfunctions of −∆D associated with eigenvalue δj ex-
tended by zero to Y . Substitution of (6.13) into (6.12) gives

∞∑
j=1

(−δj + ν)cjψj = ν.(6.14)

Multiplication of both sides of (6.14) by ψk over Y and orthonormality of {ψj}j∈N
show that ũ is given by

ũ = ν
∑
k∈N

∫
D
ψk

ν − δ∗k
ψk,(6.15)

where δ∗k correspond to Dirichlet eigenvalues associated with eigenfunctions for which∫
D
ψk dx 6= 0. To calculate ν, we integrate both sides of (6.15) over D to recover the

identity

ν
∑
k∈N

a2
k

ν − δ∗k
− 1 = 0.(6.16)

It follows from (6.16) that λ ∈ {ν−1
i }i∈N, and the proof of Theorem 6.1 is complete.

We now recover the spectrum of the limiting operator Aα(0) when α ∈ Y ∗. Using
the representation

Aα(z) =

zP1 + P2 + z
∑

− 1
2<µi<

1
2

[(1/2 + µi) + z(1/2− µi)]−1Pµi

 (−∆α)−1,

(6.17)

we see that

Aα(0) = P2(−∆α)−1.(6.18)

The following theorem provides the explicit characterization of the spectrum σ(Aα(0))
for α 6= 0.

Theorem 6.2 (Limit spectrum for quasi-periodic problem [25]). σ(Aα(0)) =
{δ′j
−1}j∈N ∪ {(δ∗j )−1}j∈N = σ(−∆−1

D ), where the families {δ′j
−1}j∈N and {(δ∗j )−1}j∈N

are identified in the paragraph above (6.3).

To conclude, we recover the limit spectrum σ(A0(0)) for the periodic problem;
see [25].

Theorem 6.3. σ(A0(0)) = {δ′j
−1}j∈N ∪ {νj−1}j∈N, where the families {δ′j

−1}j∈N
and {νj−1}j∈N are identified in the paragraph above (6.3).

Theorems 6.1, 6.2, and 6.3 are in accord with Lemma 2.3 parts (b) and (c) of [15].
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1634 ROBERT LIPTON AND ROBERT VIATOR JR.

7. Radius of convergence and separation of spectra. Here we establish
the radius of convergence for the series expansions (4.14), (5.17) of the spectra of the
operators Aα(z) and A(z). We will see that, for |z| within a radius of convergence
dependent explicitly on the geometry of the crystal (and the wave vector α ∈ Y ∗ for
Aα(z)), the analytic representations (4.14), (5.17) are uniformly convergent in the
limit z → 0. As an added result, we obtain separation of spectra results, along with
error estimates for the series which will be leveraged to open band gaps presented in
Theorems 1.1, 10.2, and 12.1,

Fix an inclusion geometry specified by the domain D. Suppose first α ∈ Y ? and
α 6= 0. Recall from Theorem 6.2 that the spectrum of Aα(0) is σ(−∆−1

D ). Take Γ to be
a closed contour in C containing an eigenvalue βα0 in σ(−∆−1

D ) but no other element
of σ(−∆−1

D ); see Figure 3. Define d̂ to be the distance between Γ and σ(−∆−1
D ), i.e.,

d̂ = dist(Γ, σ(−∆−1
D ) = inf

ζ∈Γ
{dist(ζ, σ(−∆−1

D )}.(7.1)

The only component of the spectrum of Aα(0) inside Γ is βα0 , and we denote this by
Σ′(0). The part of the spectrum of Aα(0) in the domain exterior to Γ is denoted by
Σ′′(0) and Σ′′(0) = σ(−∆−1

D ) \ βα0 . The invariant subspace of Aα(0) associated with
Σ′(0) is denoted by M ′(0) with M ′(0) = P (0)L2

#(α, Y ) .
Let −1/2 < µ∗ denote the lower bound on the quasi-periodic resonance eigenval-

ues for the domain D. It is noted that in the following a wide class of domains are
identified for which there exist lower bounds on both quasi-periodic resonances and
electrostatic source free resonances. The corresponding upper bound on the set z ∈ S
for which Aα(z) is not invertible is given by

z∗ =
µ∗ + 1/2
µ∗ − 1/2

< 0;(7.2)

see (4.4). Now set

r∗ =
|α|2d̂|z∗|
1

1/2−µ∗ + |α|2d̂
.(7.3)

Theorem 7.1 (Separation of spectra and radius of convergence for α ∈ Y ?, α 6=
0). The following properties hold for inclusions with domains D that satisfy (7.2):

1. If |z| < r∗ then Γ lies in the resolvent of both Aα(0) and Aα(z) and thus
separates the spectrum of Aα(z) into two parts, given by the component of
spectrum of Aα(z) inside Γ denoted by Σ′(z) and the component exterior to
Γ denoted by Σ′′(z). Σ′(z) consists of the eigenvalue group βα(z) associated
with βα0 . The invariant subspace of Aα(z) associated with Σ′(z) is denoted by
M ′(z) with M ′(z) = P (z)L2

#(α, Y ).

d̂ d̂

β̂α0
βα0 β̌α0

Γ

Fig. 3. Γ
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BAND GAPS IN PERIODIC MEDIA 1635

2. The projection P (z) is holomorphic for |z| < r∗ and P (z) is given by

P (z) =
−1
2πi

∮
Γ
R(ζ, z) dζ.(7.4)

3. The spaces M ′(z) and M ′(0) are isomorphic for |z| < r∗.
4. The series (5.17) converges uniformly for z ∈ R with |z| < r∗.

Suppose now α = 0. Recall from Theorem 6.3 that the limit spectrum for A0(0)
is σ(A0(0)) = {δ′j

−1}j∈N ∪ {νj−1}j∈N. For this case take Γ to be the closed contour
in C containing an eigenvalue β0

0 in σ(A0(0)) but no other element of σ(A0(0)), and
define

d̂ = inf
ζ∈Γ
{dist(ζ, σ(A0(0)))}.(7.5)

Suppose the lowest periodic resonance eigenvalue for the domain D lies inside −1/2 <
µ∗ < 0 and the corresponding upper bound on S is given by

z∗ =
µ∗ + 1/2
µ∗ − 1/2

< 0.(7.6)

Set

r∗ =
4π2d̂|z∗|
1

1/2−µ∗ + 4π2d̂
.(7.7)

Theorem 7.2 (Separation of spectra and radius of convergence for α = 0). The
following properties hold for inclusions with domains D that satisfy (7.6):

1. If |z| < r∗ then Γ lies in the resolvent of both A0(0) and A0(z) and thus
separates the spectrum of A0(z) into two parts, given by the component of
spectrum of A0(z) inside Γ denoted by Σ′(z) and the component exterior to
Γ denoted by Σ′′(z). Σ′(z) consists of the eigenvalue group β0(z) associated
with β0

0 . The invariant subspace of A0(z) associated with Σ′(z) is denoted by
M ′(z) with M ′(z) = P (z)L2

#(0, Y ).
2. The projection P (z) is holomorphic for |z| < r∗ and P (z) is given by

P (z) =
−1
2πi

∮
Γ
R(ζ, z) dζ.(7.8)

3. The spaces M ′(z) and M ′(0) are isomorphic for |z| < r∗.
4. The series (5.17) with α = 0, converges uniformly for z ∈ R with |z| < r∗.

It is noted here that parts 1, 2, and 3 of Theorems 7.1, 7.2 are proposed and
proven in [25]. Now consider the Neumann spectrum. Recall from Theorem 6.1 that
the limit spectrum for A(0) is σ(A(0)) = {δ′j

−1}j∈N ∪ {νj−1}j∈N. For this case take
Γ to be the closed contour in C containing an eigenvalue β0 in σ(A(0)) but no other
element of σ(A(0)) and define

d̂ = inf
ζ∈Γ
{dist(ζ, σ(A(0)))}.(7.9)

Suppose the lowest Neumann electrostatic resonance eigenvalue for the domain D lies
inside −1/2 < µ∗ < 0 and the corresponding upper bound on S is given by

z∗ =
µ∗ + 1/2
µ∗ − 1/2

< 0.(7.10)
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1636 ROBERT LIPTON AND ROBERT VIATOR JR.

Set

r∗ =
π2d̂|z∗|
1

1/2−µ∗ + π2d̂
.(7.11)

Theorem 7.3 (Separation of Neumann spectra and radius of convergence). The
following properties hold for inclusions with domains D that satisfy (7.10):

1. If |z| < r∗ then Γ lies in the resolvent of both A(0) and A(z) and thus separates
the spectrum of A(z) into two parts, given by the component of spectrum of
A(z) inside Γ denoted by Σ′(z) and the component exterior to Γ denoted by
Σ′′(z). Σ′(z) consists of the eigenvalue group β(z) associated with β0. The
invariant subspace of A(z) associated with Σ′(z) is denoted by M ′(z) with
M ′(z) = P (z)L2

0(Y ).
2. The projection P (z) is holomorphic for |z| < r∗ and P (z) is given by

P (z) =
−1
2πi

∮
Γ
R(ζ, z) dζ.(7.12)

3. The spaces M ′(z) and M ′(0) are isomorphic for |z| < r∗.
4. The series (4.14) converges uniformly for z ∈ R with |z| < r∗.

We have the estimate for the error incurred when only finitely many terms of the
series (4.14) and (5.17) are calculated.

Theorem 7.4 (Error estimates for the eigenvalue expansion).
1. Let α 6= 0, and suppose D, z∗, and r∗ are as in Theorem 7.1. Then the

following error estimate for the series (5.17) holds for z ∈ R and |z| < r∗:∣∣∣∣∣βαi (z)−
p∑

n=0

znβni (z)

∣∣∣∣∣ ≤ d̂|z|p+1

(r∗)p(r∗ − |z|)
.(7.13)

2. Let α = 0, and suppose D, z∗, and r∗ are as in Theorem 7.2. Then the
following error estimate for the series (5.17) holds for z ∈ R and |z| < r∗:∣∣∣∣∣β0

i (z)−
p∑

n=0

znβni (z)

∣∣∣∣∣ ≤ d̂|z|p+1

(r∗)p(r∗ − |z|)
.(7.14)

3. Consider the Neumann spectrum and suppose D, z∗, and r∗ are as in Theorem
7.3. Then the following error estimate for the series (4.14) holds for z ∈ R
and |z| < r∗: ∣∣∣∣∣βi(z)−

p∑
n=0

znβni (z)

∣∣∣∣∣ ≤ d̂|z|p+1

(r∗)p(r∗ − |z|)
.(7.15)

Remark 7.5. Note that the estimates (7.13) through (7.15) are uniform in the
index i for elements in the eigenvalue group for z restricted to the real axis and
|z| < r∗.

The Theorems 7.1 and 7.2 parts 1 through 3 and explicit convergence radii for
the power series representation for the eigenvalue group with z ∈ C are proved in [25].
The proofs of part 4 of Theorems 7.1 and 7.2 together with Theorems 7.3 and 7.4 are
given in section 11.
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8. Radius of convergence and separation of spectra for periodic scat-
terers of general shape. In the previous section, it was mentioned that a wide
class of geometries D existed for which a lower bound (independent of α) on the
quasi-static resonances µ∗ > − 1

2 could be proven to exist. Here we identify precisely
those geometries for which this lower bound exists, as well as a characterization of
this lower bound in terms of the geometries, guaranteeing all Theorems in section 7
hold.

Consider an inclusion domain D =
⋃N
i=1Di. Suppose we can surround each Di by

a buffer layer Ri so that each inclusion Di together with its buffer does not intersect
with the any of the other buffered inclusions, i.e., Di∪Ri∩Dj∪Rj = ∅, i 6= j. The set
of such inclusion domains will be called buffered dispersions of inclusions; see Figure
2. We denote the operator norm for the Dirichlet to Neumann map for each inclusion
by ‖DNi‖ and the Poincare constant for each buffer layer by CRi and we state the
following theorem.

Theorem 8.1 (Convergent power series for the Bloch and Neumann spectra for
buffered dispersions of inclusions). All two-dimensional photonic and d-dimensional
acoustic crystals (d = 2, 3) made from buffered dispersions with constants CRi and
‖DNi‖ that satisfy

max
i
{(1 + CRi)‖DNi‖} <∞(8.1)

have Bloch and Neumann spectra described by convergent power series for real values
of the contrast within a neighborhood of z = 1/k = 0. The radii of convergence is
controlled by the values ‖DNi‖ and CRi , i = 1, . . . , N and Theorems 7.1 through 7.4
apply to these crystals.

The theorem follows from an explicit condition on the inclusion geometry that
guarantees a lower bound µ∗ for both Neumann electrostatic resonance spectra and
quasi-periodic resonance spectra. The lower bound depends only upon geometry and
is uniform in α for the quasi-periodic spectra. This lower bound provides a positive
distance between the origion z = 0 and the poles of Aα(z) and A(z). The explicit
condition is given by the following criterion.

Theorem 8.2. Let D b Y be a union of simply connected sets (inclusions) Di,
i = 1, . . . , N with C1,γ boundary. Consider the spectrum {µi}i∈N of T restricted to
W3 for W3 ⊂ H1

#(α, Y ) or W3 ⊂ HN . For either case if there is a θ > 0 such that
for all u ∈W3

‖∇u‖2L2(Y \D) ≥ θ‖∇u‖
2
L2(D),(8.2)

then for ρ = min{ 1
2 ,

θ
2} one has the lower bound

min
i∈N
{µi} ≥ µ∗ = ρ− 1

2
> −1

2
.(8.3)

This theorem is proved for quasi-periodic resonances in W3 = H1
#(α, Y ) in [25],

and its proof follows identical lines for the Neumann electrostatic resonances in W3 =
HN .

The parameter θ is a geometric descriptor for D and we define a wide class of
crystal geometries to which Theorems 7.1 through 7.4 apply.

Definition 8.3. The class of crystal geometries characterized by inclusions D
such that (8.2) holds for a fixed positive value of θ is denoted by Pθ.
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1638 ROBERT LIPTON AND ROBERT VIATOR JR.

We have the following corollary:

Corollary 8.4. Theorems 7.1 through 7.4 hold for every inclusion domain D
belonging to Pθ.

The convergent series representation for buffered dispersions of inclusions now
follows from the theorem.

Theorem 8.5. Suppose there is a θ > 0 for which

θ−1 ≥ max
i
{(1 + CRi)‖DNi‖}.(8.4)

Then the buffered geometry lies in Pθ.

This theorem is established in [25] for quasi-periodic spectra and an identical
proof can be used to prove it for the Neumann electrostatic spectra discussed here.

9. Radius of convergence and separation of spectra for disks. We now
consider both Neumann and Bloch spectra for crystals discussed in the introduction,
with each period cell containing an identical distribution of N disks Di, i = 1, . . . , N
of radius a. We suppose that the smallest distance separating the disks is td > 0.
The buffer layers Ri are annuli with inner radii a and outer radii b = a + t where
t ≤ td/2 and is chosen so that the collection of buffered disks lie within the period
cell. The benefit of the consideration of this specific class of geometries is that the
lower bound µ∗ > − 1

2 on the quasi-static resonances can be explicitly stated, which
allows for clear formulas for the radii of convergence (7.3), (7.7) in terms of a, b, and
the zeros of Bessel functions.

For this case a suitable constant θ is computed in [5] and is given by

θ =
b2 − a2

b2 + a2 .(9.1)

Since a < b, we have that

0 < θ < 1.(9.2)

We also note that, when Di are discs of radius a > 0, we can recover an explicit
formula for d from (7.1), (7.5), and (7.9). In particular, any eigenvalue βαj (0) of
−∆−1

D , for α 6= 0, may be written

βαj (0) =
(ηn,k

a

)−2
,(9.3)

where ηn,k is the kth zero of the nth Bessel function Jn(r). Let η̃ be the minimizer of

min
m,j∈N

|(ηn,k)−2 − (ηm,j)−2|.(9.4)

Then we may choose Γ from section 7 so that

d̂ =
1
2

∣∣∣∣∣
(

a

ηn,k

)2

−
(
a

η̃

)2
∣∣∣∣∣ .(9.5)

We apply the explicit form for θ to obtain a formula for r∗ in terms of a,b, d given
above, and α. Recall that ρ from Theorem 8.2 is given by ρ = min{ 1

2 ,
θ
2}. In light of

inequality (9.2), we have that
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BAND GAPS IN PERIODIC MEDIA 1639

ρ =
1
2

(
b2 − a2

b2 + a2

)
,(9.6)

and we calculate the lower bound µ∗:

µ∗ = ρ− 1
2

= − a2

b2 + a2 .(9.7)

Recalling that

z∗ =
µ∗ + 1/2
1/2− µ∗

,

we obtain an explicit radius of convergence r∗ in terms of a, b, ηn,k, η̃, and α for
α 6= 0:

r∗ =
|α|2|( a

ηn,k
)2 − (aη̃ )2|(b2 − a2)

2(b2 + a2) + |α|2|( a
ηn,k

)2 − (aη̃ )2|(b2 + 3a2)
.(9.8)

When α = 0 Theorem 6.3 shows that the limit spectrum consists of a component
given by the roots ν0k of

1 = Nν
∑
k∈N

a2
0k

ν − (η0k/a)2 ,(9.9)

where a0k =
∫
D
u0k dx are averages of the rotationally symmetric normalized eigen-

functions u0k given by

u0k = J0(rη0k/a)/(a
√
πJ1(η0k)).(9.10)

The other component is composed of the eigenvalues exclusively associated with mean
zero eigenfunctions. The collection of these eigenvalues is given by {

⋃
n 6=0,k(ηnk/a)2}

The elements λnk of the spectrum σ(A0(0)) are given by the set {
⋃
n 6=0,k(ηnk/a)2} ∪

{
⋃
k ν0k}. Now fix an element λnk and let η̃ be the minimizer of

min
m,j∈N

|(λn,k)−1 − (λm,j)−1|.(9.11)

Then as before we may choose Γ from section 7 so that

d̂ =
1
2
|(λn,k−1 − η̃−1|(9.12)

and in terms of a, b, λn,k, and η̃ for α = 0,

r∗ =
2π2|(λn,k)−1 − η̃−1|(b2 − a2)

(b2 + a2) + 2π2|(λn,k)−1 − η̃−1|(b2 + 3a2)
.(9.13)

Theorem 6.1 shows that the limit spectrum for the Neumann eigenvalue problem
also consists of a component given by the roots ν0k of (9.9). The elements λnk of the
spectrum σ(A(0)) are the same as for the limit periodic case σ(A0(0)) and are given
by the set {

⋃
n 6=0,k(ηnk/a)2}∪{

⋃
k ν0k}. Proceeding as before, we may choose Γ from

section 7 so that

d̂ =
1
2
|(λn,k−1 − η̃−1)|(9.14)
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and r∗ is given by

r∗ =
π2|(λn,k)−1 − η̃−1|(b2 − a2)

2(b2 + a2) + π2|(λn,k)−1 − η̃−1|(b2 + 3a2)
.(9.15)

The collection of suspensions of N buffered disks is an example of a class of
buffered inclusion geometries, and, collecting results, we have the following:

Corollary 9.1. For every suspension of buffered disks with θ given by (9.1),
Theorem 7.1 holds with r∗ given by (9.8) for α ∈ Y ?, α 6= 0, Theorem 7.2 holds
with r∗ given by (9.13) for α = 0, and Theorem 7.3 holds with r∗ given by (9.13).
Moreover, Theorem 7.4 part 1 holds with r∗ given by (9.8) and parts 2 and 3 hold for
r∗ given by (9.13) and (9.15), respectively,

10. Opening band gaps and persistence of pass bands for k > 1. We
now state and prove the primary results of the paper. We apply the characterization
of σ(A(0)) given by Theorem 6.1 together with (4.3) to recover the high contrast limit
of the Neumann spectrum given by

σN = {δ′j}j∈N ∪ {νj}j∈N,(10.1)

where δ′j is the part of the Dirichlet spectra for D associated with mean zero eigen-
functions and νi are the roots of the spectral function (6.3). This is precisely the high
contrast Neumann spectrum described in [15]. In what follows we do not distinguish
between the two component parts of the spectrum, and we write elements of σN as
νj , j ∈ N. The Dirichlet spectrum is given by σ(−∆D) = {δ′j}j∈N ∪ {δ∗j }j∈N, where
δ∗j are Dirichlet eigenvalues associated with eigenfunctions with nonzero mean. The
relation between σN and σ(−∆D) is given by the following theorem.

Theorem 10.1 (Strict interlacing of spectra [15]). If δ∗j ∈ σ(−∆D) is simple,
then there exist adjacent elements νj < νj+1 ordered by min-max belonging to σN such
that

νj < δ∗j < νj+1.(10.2)

Theorem 10.1 insures the existence of a band gap for sufficiently large contrast
k. We give an explicit condition on the contrast k that is sufficient to open a band
gap in the vicinity of δ∗j together with explicit formulas describing its location and
bandwidth.

Theorem 10.2 (Opening a band gap). Consider any crystal geometry belonging
to the class Pθ defined by Definition 8.3. Suppose δ∗j ∈ σ(−∆D) is simple, so that
δ∗j < νj+1 as in Theorem 10.1. Set

dj =
1
2
dist

(
{ν−1
j+1}, σN \ {ν

−1
j+1}

)
where σN is given by (10.1), and

rj =
π2dj |z∗|
1

1/2−µ∗ + π2dj
.(10.3)

Then one has the band gap

σ(Lk) ∩
(
δ∗j , νj+1(1− νj+1dj

krj − 1
)
)

= ∅(10.4)
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BAND GAPS IN PERIODIC MEDIA 1641

if

k > kj = r−1
j

1 +
djνj+1

1− δ∗j
νj+1

 .(10.5)

Next we provide an explicit condition on k sufficient for the persistence of a
spectral band together with explicit formulas describing its location and bandwidth.

Theorem 10.3 (Persistence of passbands). Consider any crystal geometry be-
longing to the class Pθ defined by Definition 8.3. Suppose δ∗j is simple, so that νj < δ∗j
as in Theorem 10.1. Set

dj =
1
2
dist

(
{(δ∗j )−1}, σ(−∆D) \ {(δ∗j )−1}

)
and

rj =
dπ2dj |z∗|
1

1/2−µ∗ + dπ2dj
for d = 2, 3.(10.6)

Then one has a passband in the vicinity of δ∗j and

σ(Lk) ⊃
[
νj , δ

∗
j

(
1−

δ∗j dj

krj − 1

)]
(10.7)

if

k > kj = r−1
j

(
1 +

djδ
∗
j

1− νj
δ∗j

)
.(10.8)

Theorem 1.1 follows from Theorem 10.2 on applying (9.7), (9.13), and (9.14).
Theorem 1.2 follows from Theorem 10.3 on applying (9.5), (9.7), and (9.8) with |α|2 =
dπ2, d = 2, 3. (See the proof of Theorem 10.3.)

We now establish Theorem 10.2.

Proof. Consider νj+1 of multiplicity m <∞. Set d̂ = dj with

dj =
1
2
dist

(
{ν−1
j+1}, σN \ {ν

−1
j+1}

)
and r∗ = rj and apply Theorem 7.3 so that any element βi(z) in the eigenvalue group
has series representation given by

βi(z) = ν−1
j+1 +

∞∑
n=1

znβni (z)(10.9)

for z inside the interval −rj < z < rj . For k > r−1
j , let νj+1(k) be the minimum of

1/βi( 1
k ), with βi(z) in the eigenvalue group, and we have νj+1(k)→ νj+1 for k →∞.

Since νj+1(k) is increasing with k we conclude

νj+1(k) ≤ νj+1.(10.10)

We take a min-max ordering for σ(−∆D) and suppose that the jth Dirichlet eigenvalue
corresponds to an eigenfunction of nonzero mean. The eigenvalue is denoted by δ∗j .
The min-max principle together with the monotonicity of eigenvalues with respect to
increasing k delivers the inequality between the Bloch eigenvalues and σ(−∆D):
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1642 ROBERT LIPTON AND ROBERT VIATOR JR.

λj(k, α) ≤ δ∗j for α ∈ Y ∗ and k > 0.(10.11)

Application of (1.24) and (10.11) gives

λm(k, α) ≤ δ∗j for m ≤ j and νj+1(k) ≤ λm(k, α) for j + 1 ≤ m,(10.12)

for every α ∈ Y ∗, and it is clear that a band gap opens in the Bloch spectrum when
δ∗j < νj+1(k) or equivalently when

|νj+1(k)− νj+1| < |δ∗j − νj+1|.(10.13)

We apply (7.15) and Remark 7.5 to get

|νj+1(k)− νj+1| <
ν2
j+1dj

krj − 1
,(10.14)

and the theorem follows for all k that satisfy

ν2
j+1dj

krj − 1
< |δ∗j − νj+1|.(10.15)

We now establish Theorem 10.3.

Proof. From the min-max formulation we have that λj(k, 0) and λj(k, α) are
increasing with k, and from [15] (or [25]) we have

lim
k→∞

λj(k, 0) = νj henceλj(k, 0) ≤ νj for k > 1(10.16)

and

lim
k→∞

λj(k, α) = δ∗j hence λj(k, α) ≤ δ∗j for k > 1(10.17)

With this in mind observe that if |δ∗j − λj(k, α)| < |δ∗j − νj | then

σ(Lk) ⊃ [νj , λj(k, α)] .(10.18)

To proceed we estimate the difference |λj(k, α)− δ∗j |. Set d̂ = dj with

dj =
1
2
dist

(
{(δ∗j )−1}, σ(−∆D) \ {(δ∗j )−1}

)
and r∗j given by (7.3) with d̂ = dj . Apply Theorem 7.1 noting that δ∗j is simple so
that βαj (z) has series representation given by

βαj (z) = (δ∗j )−1 +
∞∑
n=1

znβnj (z)(10.19)

for z inside the interval −r∗j < z < r∗j . For k > r∗j
−1 we have λj(k, α) = 1

βαj (k−1) and
we apply (7.13) to get

|δ∗j − λj(k, α)| <
(δ∗j )2dj

kr∗j − 1
.(10.20)

The persistence of band structure described by (10.18) follows for a fixed α ∈ Y ∗ for
all k that satisfy

(δ∗j )2dj

kr∗j − 1
< |δ∗j − νj |.(10.21)

We maximize r∗j over α ∈ [−π, π]d to find that it is attained for |α|2 = dπ2 and the
maximum is r∗j = rj . For this choice we recover the persistence of band structure
described by (10.7) and (10.8).
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BAND GAPS IN PERIODIC MEDIA 1643

11. Derivation of the convergence radius, separation of spectra, and
error estimates. Here we prove Theorems 7.3 and 7.4 and part 4 of Theorems 7.1
and 7.2. The Theorems 7.1 and 7.2 parts 1 through 3 and explicit convergence radii
for power series representation for the eigenvalue group are proved in [25]. To begin,
we recall both the Neumann series (4.6) and (4.12) converge provided that

‖(A(z)−A(0))R(ζ, 0)‖L[L2
0(Y );L2

0(Y )] < 1.(11.1)

With this in mind we follow [25] and compute an explicit upper bound B(z) and
identify a neighborhood of the origin on the complex plane for which

‖(A(z)−A(0))R(ζ, 0)‖L[L2
0(Y );L2

0(Y )] < B(z) < 1(11.2)

holds for ζ ∈ Γ. The inequality B(z) < 1 will be used first to derive a lower bound on
the radius of convergence of the series expansion of the spectral projection P (z) on the
eigenvalue group. It will then be used to provide a lower bound on the neighborhood
of z = 0 for z ∈ C where properties 1 through 3 of Theorem 7.3 hold. The inequality
B(z) < 1 restricted to real z is then used to prove Theorem 7.4 part 3 and part 4 of
Theorem 7.3.

We have the basic estimate given by

‖(A(z)−A(0))R(ζ, 0)‖L[L2
0(Y );L2

0(Y )]

≤ ‖(A(z)−A(0))‖L[L2
0(Y );L2

0(Y )]‖R(ζ, 0)‖L[L2
0(Y );L2

0(Y )].(11.3)

Here ζ ∈ Γ as defined in Theorem 7.1 and elementary arguments deliver the estimate

‖R(ζ, 0)‖L[L2
0(Y );L2

0(Y )] ≤ d̂−1,(11.4)

where d̂ is given by (7.1).
Next we estimate ‖(A(z)− A(0))‖L[L2

0(Y );L2
0(Y )]. Denote the energy seminorm of

u by

‖u‖ = ‖∇u‖L2(Y ).(11.5)

To proceed we introduce the standard Poincare and Green’s function estimates:

Lemma 11.1. For u ∈ H

‖u‖2L2(Y ) ≤ λ
−1
N ‖u‖

2,(11.6)

and for v ∈ L2
0(Y )

|| −∆−1
N || ≤ λ

−1/2
N ‖v‖L2(Y ),(11.7)

where λN is the first nonzero Neumann eigenvalue for the period Y , λN = π2 for
Y = (0, 1]d.

For any v ∈ L2
0(Y ), we apply (11.6) to find

‖(A(z)−A(0))v‖L2(Y )

≤ |λN |−1/2‖(A(z)−Aα(0))v‖(11.8)
= |λN |−1/2‖((Tk)−1 − (T0)−1)(−∆N )−1v‖
≤ |λN |−1/2‖((Tk)−1 − P2)‖L[HN ;HN ]‖ −∆−1

N v‖.
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1644 ROBERT LIPTON AND ROBERT VIATOR JR.

Applying (11.7) and (11.8) delivers the upper bound:

‖(A(z)−A(0))‖L[L2
0(Y );L2

0(Y )] ≤ λ−1
N ‖((Tk)−1 − P2)‖L[HN ;HN ].(11.9)

The next step is to obtain an upper bound on ‖((Tk)−1 − P2)‖L[HN ;HN ]. For all
v ∈ HN , we have

‖((Tk)−1 − P2)v‖
‖v‖

≤ |z|

{
w0 +

∞∑
i=1

wi|(1/2 + µi) + z(1/2− µi)|−2

}1/2

,(11.10)

where w0 = ‖P1v‖2/‖v‖2, wi = ‖Piv‖2/‖v‖2, and w0 +
∑∞
i=1 wi = 1. So maximizing

the right-hand side is equivalent to calculating

max
w0+

∑
wi=1

{
w0 +

∞∑
i=1

wi|(1/2 + µi) + z(1/2− µi)|−2

}1/2

= sup{1, |(1/2 + µi) + z(1/2− µi)|−2}1/2.(11.11)

Thus we maximize the function

f(x) =
∣∣∣∣12 + x+ z

(
1
2
− x
)∣∣∣∣−2

(11.12)

over x ∈ [µ∗, 1/2] for z in a neighborhood about the origin. Let Re(z) = u, Im(z) = v
and we write

f(x) =
∣∣∣∣12 + x+ (u+ iv)

(
1
2
− x
)∣∣∣∣−2

=

((
1
2

+ x+ u

(
1
2
− x
))2

+ v2
(

1
2
− x
)2
)−1

≤
(

1
2

+ x+ u

(
1
2
− x
))−2

= g(Re(z), x)(11.13)

to get the bound

‖((Tk)−1 − P2)‖L[HN ;HN ] ≤ |z| sup

{
1, sup
x∈[µ∗,1/2]

g(u, x)

}1/2

.(11.14)

We now examine the poles of g(u, x) and the sign of its partial derivative ∂xg(u, x)
when |u| < 1. If Re(z) = u is fixed, then g(u, x) = (( 1

2 + x) + u( 1
2 − x))−2 has a pole

when ( 1
2 + x) + u( 1

2 − x) = 0. For u fixed this occurs when

x̂ = x̂(u) =
1
2

(
1 + u

u− 1

)
.(11.15)

On the other hand, if x is fixed, g has a pole at

u =
1
2 + x

x− 1
2

.(11.16)
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BAND GAPS IN PERIODIC MEDIA 1645

The sign of ∂xg is determined by the formula

∂xg(u, x) = N/D,(11.17)

where N = −2(1− u)2x− (1− u2) and D := (( 1
2 + x) + u( 1

2 − x))4 ≥ 0. Calculation
shows that ∂xg < 0 for x > x̂, i.e., g is decreasing on (x̂,∞). Similarly, ∂xg > 0 for
x < x̂ and g is increasing on (−∞, x̂).

Now we identify all u = Re(z) for which x̂ = x̂(u) satisfies

x̂ < µ∗ < 0.(11.18)

Indeed for such u, the function g(u, x) will be decreasing on [µ∗, 1/2], so that g(u, µ∗) ≥
g(u, x) for all x ∈ [µ∗, 1/2], yielding an upper bound for (11.14).

Lemma 11.2. The set U of u ∈ R for which − 1
2 < x̂(u) < µ∗ < 0 is given by

U := [z∗, 1],

where

−1 ≤ z∗ :=
µ∗ + 1

2

µ∗ − 1
2

< 0.

Proof. Note first that µ∗ = infi∈N{µi} ≤ 0 follows from the fact that zero is an
accumulation point for the sequence {µi}i∈N, so it follows that −1 ≤ z∗. Noting
x̂ = x̂(u) = 1

2
u+1
u−1 , we invert and write

u =
1
2 + x̂

x̂− 1
2

.(11.19)

We now show that

z∗ ≤ u ≤ 1(11.20)

for x̂ ≤ µ∗. Set h(x̂) =
1
2 +x̂
x̂− 1

2
. Then

h′(x̂) =
−1

(x̂− 1
2 )2

,(11.21)

and so h is decreasing on (−∞, 1
2 ). Since µ∗ < 1

2 , h attains a minimum over (−∞, µ∗]
at x = µ∗. Thus x̂(u) ≤ µ∗ implies

z∗ =
µ∗ + 1

2

µ∗ − 1
2

≤ u ≤ 1(11.22)

as desired.

Combining Lemma 11.2 with inequality (11.14), noting that −|z| ≤ Re(z) ≤ |z|,
and on rearranging terms we obtain the following corollary.

Corollary 11.3. For |z| < |z∗|

‖(A(z)−A(0))‖L[L2
0(Y );L2

0(Y )] ≤ λ−2
N |z|(−|z| − z

∗)−1( 1
2 − µ

∗)−1.(11.23)

From Corollary 11.3, (11.3), and (11.4) we easily see that

‖(A(z)−A(0))R(ζ, 0)‖L[L2
0(Y );L2

0(Y )] ≤ B(z) = λ−2
N |z|(−|z| − z

∗)−1( 1
2 − µ

∗)−1d̂−1.

(11.24)

A straightforward calculation shows that B(z) < 1 for
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1646 ROBERT LIPTON AND ROBERT VIATOR JR.

|z| < r∗ :=
λ2
N d̂|z∗|

1
1
2−µ∗

+ λ2
N d̂

,(11.25)

with λN = π2 for the cubic (or square) unit period cell. Since r∗ < |z∗| we have
established that the Neumann series (4.6) converges. It is also immediate that (4.7)
converges for |z| < r∗.

Now we establish properties 1 through 3 of Theorem 7.3. First note that inspec-
tion of (4.6) shows that if (11.1) holds and if ζ ∈ C belongs to the resolvent of A(0)
then it also belongs to the resolvent of A(z). Since (11.1) holds for ζ ∈ Γ and |z| < r∗,
property 1 of Theorem 7.3 follows. Formula (4.7) shows that P (z) is analytic in a
neighborhood of z = 0 determined by the condition that (11.1) holds for ζ ∈ Γ. The
set |z| < r∗ lies inside this neighborhood and property 2 of Theorem 7.3 is proved.
The isomorphism expressed in property 3 of Theorem 7.3 follows directly from Lemma
4.10 ([22], Chapter I, section 4) which is also valid in a Banach space. Properties 1
through 3 of Theorems 7.1 and 7.2 have been derived earlier by the authors and are
parts 1 through 3 of Theorems 7.1 and 7.2 of [25]. Property 4 of Theorems 7.1, 7.2,
and 7.3 follows from the error estimates given in Theorem 7.4.

We now establish Theorem 7.4. We illustrate the proof of part 3 of this theorem
noting that the proof of parts 1 and 2 follow identical arguments. Theorem 7.4 part 3
follows once we establish Cauchy-like inequalities for the coefficients βni (z) appearing
in (4.14) given by

|βni (z)| ≤ d̂(r∗)−n(11.26)

for |z| < r∗. From this it is evident that we can recover the estimates∣∣∣∣∣β(z)−
p∑

n=0

znβni

∣∣∣∣∣ ≤
∞∑

n=p+1

|z|n|βαn | ≤
d̂|z|p+1

(r∗)p(r∗ − |z|)
(11.27)

for |z| < r∗, and part 3 of Theorem 7.4 is established.
Now we establish (11.26). Applying (11) to (4.15) and noting that |ζ − β0| = d̂

on Γ, one obtains the estimate

|βni (z)| ≤ d̂‖N (ζ, z)‖nL[L2
0(Y );L2

0(Y )] ≤ d̂(λ−2
N (|z∗| − |z|)−1( 1

2 − µ
∗)−1d̂−1)n(11.28)

for |z| < r∗. Note that the right-hand side of (11.28) is increasing with |z| ≤ r∗ < |z∗|.
The right-hand side is maximized for |z| = r∗ and we recover (11.26) on setting |z| = r∗

in (11.28) and applying the formula for r∗ given by (11.25).
Now we show that the operator B(k) introduced in section 3 is bounded and

compact.

Theorem 11.4. The operator B(k) : L2
0(Y ) −→ HN is bounded for k 6∈ Z.

Observe for v ∈ L2
0(Y ) that

‖B(k)v‖ = |T−1
k (−∆N )−1v‖

≤ ‖(T−1
k ‖L[HN ;HN ]‖ −∆−1

N v‖

≤ λ−1/2
N ‖T−1

k ‖L[HN ;HN ]‖v‖L2(Y ),(11.29)

where the last inequality follows from (11.7). The upper estimate on ‖T−1
k ‖L[HN ;HN ]

is obtained from
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BAND GAPS IN PERIODIC MEDIA 1647

‖T−1
k v‖
‖v‖

≤

{
|z|ŵ + w̃ + |

∞∑
i=1

wi|(1/2 + µi) + z(1/2− µi)|−2

}1/2

,(11.30)

where ŵ = ‖P1v‖2/‖v‖2=, w̃ = ‖P2v‖2/‖v‖2, wi = ‖Piv‖2/‖v‖2. Since ŵ + w +∑∞
i=1 wi = 1, one recovers the upper bound

‖T−1
k v‖
‖v‖

≤M,(11.31)

where

M = max
{

1, |z|, sup
i
{|(1/2 + µi) + z(1/2− µi)|−1}

}
,(11.32)

and the proof of Theorem 11.4 is complete.

Remark 11.5. The Poincaré inequality (11.6) together with Theorem 11.4 show
that B(k) is a bounded linear operator mapping L2

0(Y ) into itself. The compact
embedding of H into L2

0(α, Y ) shows the operator is compact on L2
0(Y ).

We have the following theorem.

Theorem 11.6. A(z) is bounded and compact on L2
0(Y ) for z ∈ C and z 6∈ S and

A∗(z) = A(z). For z real and z 6∈ S A(z) is self-adjoint.

The compactness and boundedness of A(z) follows immediately from Theorem
11.4. To see that A∗(z) = A(z) we write (A(z)u, v) for u and v in L2

0(Y ) and apply
the formula

A(z) =

zP1 + P2 + z
∑

− 1
2<µi<

1
2

[(1/2 + µi) + z(1/2− µi)]−1Pµi

 (−∆N )−1.

(11.33)

We have

(A(z)u, v) = z(P1(−∆N )−1u, v) + (P2(−∆N )−1u, v)+

+ z
∑

− 1
2<µi<

1
2

[(1/2 + µi) + z(1/2− µi)]−1(Pµi(−∆N )−1u, v).(11.34)

For v ∈ HN the projections Pµiv are of the form

Pµiv(x) =
mi∑
`=1

〈Ψi
`, v〉Ψi

`(x) for x ∈ Y ,(11.35)

where {Ψi
`}
mi
`=1 is an orthonormal basis for the subspace Pµi(HN ). The projections P1

and P2 are defined similarly. Without loss of generality we show that Pµi(−∆N )−1 is
a self-adjoint operator on L2

0(Y ). For p and q in L2
0(Y ) we apply (2.18) to write

(Pµi(−∆N )−1p, q) =
mi∑
`=1

〈Ψi
`, (−∆N )−1p〉(Ψi

`, q)

=
mi∑
`=1

(Ψi
`, p)(Ψ

i
`, q).(11.36)

Applying this observation and straightforward calculation in (11.34) shows that
A∗(z) = A(z) for z ∈ C and that A(z) is self-adjoint for real z.
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1648 ROBERT LIPTON AND ROBERT VIATOR JR.

Remark 11.7. Identical arguments apply to Aα(z). Here (Aα)∗(z) = Aα(z) and
Aα(z) is self-adjoint for z ∈ R.

12. Reciprocal relation and its applications. We introduce a reciprocal
relation for both Bloch and Neumann spectra and use it to understand band structure
for crystals with coefficient a = 1

k < 1 inside Ω and a = 1 outside. We denote the
eigenvalue associated with a choice of coefficient a(x) = ain for points x ∈ D and
a = aout for points x ∈ Y \D by ω2 = ω2(ain, aout). The spectral problem is given
by the solution u of

ain
∫
D

∇u(x) · ∇v̄(x)dx+ aout
∫
Y \D
∇u(x) · ∇v̄(x)dx = ω2

∫
Y

u(x)v̄(x) dx(12.1)

for all test functions v. The Bloch spectrum is associated with u and v in H1
#(α, Y )

and the Neumann spectrum is associated with u and v in HN . Now let t be scalar,
and the spectrum satisfies the homogeneity property

ω2(tain, aout) = tω2(ain, t−1aout),(12.2)

so for a = 1
k in D and 1 in Y \D we have the reciprocal relation

ω2
(

1
k
, 1
)

=
1
k
ω2(1, k).(12.3)

The reciprocal relation (12.3) provides the relation between the band structure
for the operator Lk described by (1.1) and

L̃k = −∇ · ((1− χΩ) + k−1χΩ)∇(12.4)

and is given by

σ(L̃k) =
1
k
σ(Lk).(12.5)

As an application we return to the photonic crystal given by the periodic dis-
persion of N disks, each separated by a minimum distance as described section 1.
We suppose that the dielectric constant inside each disk is now greater than 1 and
is given by k, while the surrounding material has dielectric constant 1. For this case
the operator is taken to be (12.4) and we apply (12.5) together with Theorems 1.1
and 1.2 to recover the following theorem on existence of band gaps and persistence of
spectral bands for H-polarized modes.

Theorem 12.1 (Opening a band gap). Given δ∗0j define the set σ+
N to be elements

ν ∈ σN for which ν > δ∗0j. The element in σ+
N closest to δ∗0j is denoted by νj+1. Set

dj according to

dj =
1
2

min
{
|ν−1
j+1 − ν

−1|; ν ∈ σN
}
.(12.6)

We define rj to be

rj =
π2dj(b2 − a2)

(b2 + a2) + π2dj(b2 + 3a2)
.(12.7)
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Then one has the band gap

σ(L̃k) ∩ 1
k

(
δ∗0j , νj+1

(
1− νj+1dj

krj − 1

))
= ∅(12.8)

if

k > kj = r−1
j

1 +
djνj+1

1− δ∗0j
νj+1

 .(12.9)

Next we provide an explicit condition on k sufficient for the persistence of a
spectral band together with explicit formulas describing its location and bandwidth.

Theorem 12.2 (Persistence of passbands). Given δ∗0j define the set σ−N to be
elements ν ∈ σN for which ν < δ∗0j. The element in σ−N closest to δ∗0j is denoted by
νj. Set dj according to

dj =
1
2

min
{
|(δ∗j0)−1 − δ−1|; δ ∈ σ(−∆D)

}
.(12.10)

Define rj to be

rj =
2π2dj(b2 − a2)

(b2 + a2) + 2π2dj(b2 + 3a2)
.(12.11)

Then one has a passband in the vicinity of δ∗0j and

σ(L̃k) ⊃ 1
k

[
νj , δ

∗
0j

(
1−

δ∗0jdj

krj − 1

)]
(12.12)

if

k > kj = r−1
j

(
1 +

djδ
∗
0j

1− νj
δ∗0j

)
.(12.13)

We conclude and point out that the results developed here provide rigorous criteria
based on geometry and material properties for opening band gaps in both two- and
three-dimensional periodic materials; see Theorems 1.1, 1.2, 10.2, 10.3, 12.1, and 12.2.
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[19] C. Kao, S. Osher, and E. Yablonovitch, maximizing band gaps in two-dimensional photonic

crystals by using level set methods, Appl. Phys. B, 81 (2005), pp. 235–244.
[20] T. Kato, On the convergence of the perturbation method, 1, Progr. Theor. Phys., 4 (1949),

pp. 514–523.
[21] T. Kato, On the convergence of the perturbation method, 2, Progr. Theor. Phys., 5 (1950),

pp. 95–101.
[22] T. Kato, Perturbation Theory for Linear Operators, Springer, Berlin, 1995.
[23] D. Khavinson, M. Putinar, and H. Shapiro, Poincaré’s variational problem in potential
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